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Abstract— Cultural heritage takes an important part in 
defining the identity and the history of a civilization or a na-
tion. Valuing and preserving this heritage is thus a top prior-
ity for governments and heritage institutions. Through this 
paper, we present an image completion (inpainting) approach 
adapted for the curation and the completion of damaged art-
work. Our approach uses a set of machine learning techniques 
such as Generative Adversarial Networks which are among 
the most powerful generative models that can be trained to 
generate realistic data samples. As we are focusing mostly on 
visual cultural heritage, the pipeline of our framework has 
many optimizations such as the use of clustering to optimize 
the training of the generative part to ensure a better perfor-
mance across a variety of cultural data categories. The exper-
imental results of our framework are promising and were val-
idated on a dataset of paintings. 
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I. INTRODUCTION 
Cultural heritage assets or artifacts have a very im-

portant value as they represent the most effective way to 
transfer history and knowledge from a generation to an-
other. Protecting and preserving these assets is one of the 
top priorities for a nation that wants to preserve its moral 
identity. Regrettably, some of these assets lose their value 
due to their physical damage where sometimes an im-
portant part is missing. Heritage institutions such as muse-
ums often ask for the help of art specialists and professional 
curators to recover these missing regions. Often, the pro-
cess takes a lot of time and requires abundant financial re-
sources which may be impractical in many cases [1].  

Thanks to the recent progress of machine learning, and 
with data sources becoming available for researchers, tack-
ling such a challenge was never this possible.  In fact, many 
research efforts are dedicated for techniques related to data 
completion and more specifically the ones used to complete 
visual data. The term image inpainting is used to describe 
image completion tasks. Multiple machine learning based 
techniques were used to address the image inpainting chal-
lenge, but with the rise of deep learning, these approaches 
saw a big leap forward mostly due to the superior perfor-
mance observed on image reconstruction tasks using auto-
encoders and restricted Boltzmann machines. The most im-
portant contribution is without a doubt Generative Adver-
sarial networks [2] (GANs) which are nowadays among the 

best performing generative models for multiple tasks re-
lated to computer vision such as super-resolution[3] , unsu-
pervised image generation [4], etc. GANs are also used for 
unsupervised image inpainting tasks where their perfor-
mance is considered as state of the art [5]. 

However, due to the intricacies in addition to the diver-
sity of cultural artwork, it is clear that trying to complete any 
visually incomplete asset is a tough challenge even for long 
term human experts. Solving this challenge using computer-
based tools is even harder. In this paper, we mainly focus on 
approaches based on generative adversarial networks which 
are known for their very good performance for this type of 
challenges. Most of the approaches focus on completing im-
ages from specific visual categories, such as completing 
faces, human postures, building facades, etc. [5]. However, 
cultural heritage assets commonly span multiple categories 
which makes the existing solutions not viable. Through our 
analysis and experiments, we found that it is rather ineffi-
cient to design an inpainting approach based on a single gen-
erative model to address several contexts.  

Through this paper, we propose a new image inpainting 
framework for visual cultural data that uses a divide-and-
conquer strategy based on clustering. The principle consists 
of clustering similarly looking cultural images and then 
training a generative model for each category.  When pre-
sented with an incomplete image, the system first identifies 
the category of that image and use the associated GAN for 
the visual completion process.  

 This paper is organized as follows. In section two, we 
present an overview of the literature related to image 
inpainting and digital curation of visual content. Section 
three gives some technical details regarding generative ad-
versarial networks which are used in our framework. Fol-
lowing that, section four describes the materials and the 
methodology we employed to design and implement our 
cultural image inpainting framework. In section five, we 
depict and discuss the experimental results of our frame-
work on a large dataset of paintings. Finally, we draw our 
conclusions and give some perspectives of future work. 

II. RELATED WORK 
Image inpainting is a set of techniques used in the com-

puter vision field to complete missing areas in images and 
visual content. Many semantic image inpainting ap-
proaches have been proposed [4-11] . These techniques 
have to ensure that the generated content does not alter the 
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original image context and that the result will look convinc-
ing for humans. Among the methods proposed, deep learn-
ing-based techniques demonstrated favorable performance.  

There are mainly two categories of classical image 
inpainting techniques. In the first category, we can find 
techniques that try to generate textures based on the sur-
rounding content to complete the missing region [6]. One 
of the most notable contributions in this category is Patch-
Match which uses an approximation of the nearest neighbor 
to find the adequate patches from the incomplete image [6].  

The second category of approaches are ones that lever-
age large visual databases. These approaches try to match 
the area surrounding the missing part with the database im-
ages assuming that a similar image is indexed in the data-
base. Unfortunately, these kinds of techniques are prone to 
failure if an image having the same context as in the dam-
aged sample is not indexed in the database. Also, the fact 
that these techniques rely on large databases is a major 
drawback [7].  

Newer techniques based on deep learning were recently 
introduced. These techniques are based either on a certain 
type of convolutional context encoders (autoencoders) [11] 
or on generative adversarial networks which demonstrated 
very promising results [4, 5, 8, 12].  

It is worth noting that the output of these methods is not 
always guaranteed to be visually convincing as sometimes 
these techniques either miss the context of the input or gen-
erate blurry images. Some approaches were proposed to 
mitigate these issues such as the use of Poisson blending 
and dilated convolutions [4, 8] .  In our work, we mostly 
focus on approaches based on generative adversarial net-
works.  

III. GENERATIVE ADVERSARIAL NETWORKS  
Generative Adversarial Networks (GANs) are a class of 

unsupervised machine learning models proposed by Good-
fellow et al in [2]. These models combine two neural net-
works that are trained using the minimax concept inspired 
by game theory. The technique was validated to be one of 
the most effective at generating near realistic visual data 
when trained effectively.  

The first neural network and the most important one is 
called the generator �. The other one is called the discrim-
inator �. The generator�� learns how to map data from la-
tent space (generally a known probability distribution) to 
another desired output space (visual in our case). This un-
known distribution is denoted �����  . The discriminator �	 
in contrast, is trained to differentiate between real samples 
and the output of the generator. The networks are trained 
with different objectives. On the one hand, the generator is 
trained to fool the discriminator network i.e. increase its 
failure rate to distinguish between generated and real data 
samples.  On the other hand, the discriminator is trained to 
predict dataset sample are real and generators output as 
fake.  

Deep convolutional GANs implement convolutional 
layers without max pooling or fully connected layers. 
These networks use convolutional strides and transposed 
convolutions for the downsampling and the upsampling. 
Other than that, DCGANs rely on the Leaky ReLU activa-
tion function instead of ReLU which is often used in CNNs 
[13].  

A. GAN-based image generation 
GANs primary function is to generate data samples that 

are similar to the data that was used to train them. In 
DCGANs, the generator network is a deconvolutional neu-
ral network that takes an input (z) sampled from a multi 
variate probability distribution. The network then trans-
forms this input until it produces the visual output. Con-
versely, the discriminator network is a convolutional neural 
network that takes as input the visual output of the genera-
tor and then produces a score which is equivalent to real or 
fake [2, 5, 13]. Both networks are then connected in a 
DCGAN. The architecture of the generator part of the 
DCGAN we used within this paper is outlined in Figure 1.  

 
Figure 1. Generator architecture 

The discriminator’s architecture is nearly similar to the 
architecture of a normal convolutional neural network and 
is outlined in Figure 2.  

 

 
Figure 2. Discriminator architecture 

The DCGAN architecture is outlined in Figure 3.  

 
Figure 3 DCGAN architecture 

Training the DCGAN consists in optimizing the following 
loss equation using the backpropagation algorithm. 

 
The training is often reported to be long and difficult to 
monitor. For example, if the discriminator fails to detect a 
generated sample, the training process will be stuck.  

GANs are not suited for image completion as their out-
put has high chances to be unrelated to what we want to 
complete. In the following, we present a methodology used 
to constraint their output.  
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B. GAN-based image completion  
Even though they are mainly developed to generate 

data, GANs can be used for semantic image inpainting 
tasks. The visual completion using GANs consists of con-
straining the output of the generator in order to generate an 
image that has the same visual characteristics as in the dam-
aged one. The damaged area is then replaced with the asso-
ciated area from the generated image. The challenge is how 
to constrain the output of the generator which takes random 
data as input. For this, the authors of [5] propose a method 
that combines a contextual loss in addition to the perceptual 
loss (evaluated by the discriminator). This loss combina-
tion is used to perform a backpropagation on the input of 
the generator (z vector). The goal of the backpropagation 
optimization is to lower as much as possible this combined 
loss. As the (z) vector is the only parameter controlling the 
output after training the DCGAN, the goal is to generate an 
output (image) that minimizes the loss combination, which 
will theoretically result in an image that looks similar to the 
one that we want to complete. In the following, we give 
details related to the losses evaluation and the process used 
to perform GAN-based semantic image inpainting [5, 13].  

The problem of finding the (z) vector is then treated as 
an optimization problem that consists of minimizing this 
combined loss through a backpropagation on the input vec-
tor (z) of the generator. Regarding the contextual loss, the 
authors use the 
�-Norm as a distance measure between the 
generated content and the existing content removing the 
missing areas in both images. The authors stress on the fact 
that this measure has to be weighted in order to ensure an 
effective training. The weighting consists of giving high 
importance to pixels close to the missing regions and less 
importance to pixels far from those regions.  

Deep convolutional generative adversarial networks 
(DCGAN) demonstrated very good performance in repro-
ducing visual data when trained on the same images that 
are visually from the same context. However, when we try 
to diversify the contexts of the training data, these data gen-
eration models become inefficient and their visual output 
will not be convincing even after a long and difficult-to-
monitor training [2, 5].  

IV. METHODOLOGY 
In this section, we present the details related to the de-

sign and implementation of our cultural image completion 
framework. Our approach relies on deep convolutional ad-
versarial networks trained to learn how to generate realistic 
looking artwork. These networks will then be used to per-
form semantic inpainting following a novel procedure to 
complete damaged artwork.  

A. Data collection and preprocessing  
In the following, we present the datasets used to vali-

date our approach on cultural data. It is worth noting that 
we mostly used paintings for the evaluation of our frame-
work as paintings were the biggest cultural type regarding 
data samples (more than 140 thousand). The samples col-
lected from WikiArt were the most well-structured.  

1) The WikiArt Dataset 
Wikiart [14] is an online gallery that hosts thousands of 

artworks from very known artists across a very wide time 

span. The assets count is more than 140 thousand. The ma-
jority of artwork is available for download. To collect the 
data, we designed custom harvesting scripts based on the 
python library beautifulsoup to crawl through the 
Wikiart.org website and download all the data which 
mainly consists of visual captures associated with metadata 
(See Figure 4).  

 
Figure 4. Some paintings from WikiArt  

2) The Metropolitan Museum (The MET) Dataset 
A dataset of more than 200 thousand artwork was pub-

lished under the Creative Commons open access license by 
the Metropolitan Museum of Art, New York [15]. Similarly 
to WikiArt, the data is mostly images associated with 
metadata.  Collecting the data was based on the CSV file 
provided by the museum and some custom-made Python 
scripts (See Figure 5). 

        
Figure 5.   Some artwork from the MET 

3) The Rijksmuseum Dataset 
The Rijksmuseum of Amsterdam, which is often re-

ferred to as the Rembrandt museum, is currently opening 
his collection through a public API [16]. This collection 
consists mainly of paintings, pottery, etc. The Rijksmu-
seum dataset is a collection of images associated with 
metadata. In this work, we mainly focused on paintings. 
(See Figure 6.). 

      
Figure 6. Some artwork from the Rijksmuseum 

B. Solution Idea 
Instead of relying on a single DCGAN for the comple-

tion, our approach uses the divide-and-conquer strategy to 
train several “specialized GANs”. We split the task of com-
pleting several cultural categories with one GAN, to only a 
single category per GAN. The question now is how to split 
the training data across the categories efficiently. To ad-
dress this matter, one can rely on the human pre-annotated 
labels, however, as can be seen in Figure 7, having two im-
ages from the same labeled category does not always mean 
they are going to be visually similar. 
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Figure 7. Paintings from the same annotated category “Baroque” that are 
not visually similar 

To ensure an effective grouping of similarly looking 
images, our solution leverages global visual features to per-
form unsupervised clustering using K-means. The training 
scenario of our framework is as follows: we select the da-
taset of cultural artwork that we want to use for training. 
We then compute visual global features of each image us-
ing either CNN features, SIFT [17] or SURF [18] features 
with Bag of Visual Words, etc. Once computed, these 
global features are clustered using the K-means algorithm 
[19] with an estimated number of cultural categories as the 
number of centroids (K). Once all the images have been 
clustered, a DCGAN is trained for each cluster. The train-
ing principle is illustrated in Figure 8.  

 
Figure 8. The training of the completion framework 

The completion scenario of our framework is as fol-
lows. We take an incomplete image of cultural artwork, and 
based on what visual information is available, we select the 
best matching cluster as per the last step. Once selected, the 
generator associated with this cluster is used to generate 
samples following a semantically constrained generation.  
The quality of these samples is evaluated using two losses 
as in the technique proposed in [5]. 

C. Framework design 
To address the visual data completion problem in the 

cultural context, we designed and implemented a hierar-
chical framework that combines visual clustering and mul-
tiple DCGANs to efficiently and effectively perform an ac-
curate visual completion. Through our analysis, we found 
that it is rather ineffective to train a single DCGAN for data 
that has multiple visual contexts.  

The training pipeline of our framework has mainly two 
stages. In the first stage, the training data is clustered using 
visual features in order to ensure similar visual context in 
each visual cluster. Afterwards, for each cluster, we train 
an image generation DCGAN using the same architecture 
discussed in section 3.  For completion, we first try to iden-
tify the closest cluster to the image we want to complete. 
Afterwards, we follow the same semantic inpainting strat-
egy discussed using the DCGAN associated with the clus-
ter. In the following, we give some technical details related 
to the visual data clustering strategy used in our framework 
in addition to DCGAN-based image completion.  

 
 

1) Visual cultural data clustering  
Clustering visual data is a critical step for our frame-

work. The results of this step will directly affect the ability 
of the specialized GANs to generate good looking samples 
for each category. Our clustering methodology uses a class 
of global visual features to represent the image with a 
higher dimensional vector that encodes a special represen-
tation of the image in the targeted feature space. The global 
features are then clustered using the K-means algorithms 
with an estimation of the visual categories as the number of 
centroids (K). We use 3 types of known global visual fea-
tures mainly to evaluate their performance in our context 
for comparison purposes. 

a) CNN features 
CNN features are one of the most effective ways to rep-

resent the global features of an image to the superior per-
formance of CNNs in image classification tasks in compar-
ison with handcrafted features. To extract these features, 
we use CNNs pre-trained on the ImageNet challenge. The 
output of their last convolutional layer was select as the 
global features array (See Figure 9). In our experiments, we 
use the following CNNs: VGG16 [20], VGG19 [20], and 
ResNet50 [21]. Figure 9 shows the features layer used in 
the VGG16 network.  

 

 
Figure 9. VGG16 CNN features 

b) SIFT and SURF Features 
SIFT and SURF are patented feature description algo-

rithms. Both algorithms are used for image recognition and 
classification tasks. SIFT and SURF detect and compute 
features in images, however, these features are local. To 
compute global features using these techniques, we use the 
Bag of Visual Words technique to compute the dictionary 
of visual words of our training dataset. For each image, we 
computed the visual words histogram which we considered 
as the global features of the image.  

2) Specilized cultural DCGAN  
After the creation of visual clusters from the training 

data, we must ensure an even distribution of images across 
clusters. For each cluster, we train a DCGAN following the 
architecture outlined in Figure 3. Combined, these 
DCGANs have the ability to generate images similar to the 
context of the cluster used in their training.   

3) Visual cultural data inpainting  
For visual data inpainting, in contrast with the semantic 

inpainting approach presented in [5] our approach lever-
ages the trained clustering model to perform a more accu-
rate inpainting. In fact, in our method, we try to find the 
closest cluster to the incomplete image, and then assign the 
completion to the DCGAN that was trained on this cluster 
using the GAN-based semantic image inpainting approach 
discussed in section 3. Figure 10 summarizes the comple-
tion stage of our framework. 
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Figure 10. The completion stage of our framework 

V.  EXPERIMENTAL RESULTS AND DISCUSSION 

A. Experimental setup  
Our approach was implemented with the Python pro-

gramming language (Version 3.6.3) using the Tensorflow 
deep learning library (1.9.0) [22]. For experimental tests, 
we used a machine running the Ubuntu operating system 
(16.04 LTS) with an Intel Core i5-7600K CPU, 16 GB of 
RAM and an Nvidia Titan Xp GPU.  

Our framework was evaluated against a general 
DCGAN which was trained on the whole selected dataset. 
This DCGAN has the same architecture as the one outlined 
in Figure 3. Table 1 outlines the training and completion 
hyperparameters that we used to train and validate our ap-
proach. It’s worth noting that these hyperparameters were 
also used with the general DCGAN that was trained with 
the whole dataset.  

Train. 
LR Z dim Input size Epochs Optimizer Completion 

iterations 
0.001 10K 128�128 100 Adam 40K 

Table 1. Training and completion hyperparameters 

B. Experimental results and Discussions 
1) Results 
The main evaluation criterion is the perceptual quality 

of the completion. Regarding the specialized GANs, we 
found that the visual features used for clustering that re-
sulted in the best perceptual quality were CNN features 
based on the VGG16 CNN. Table 2 outlines some of the 
visual artwork that was completed with our framework 
(with clustering) compared to a general DCGAN that was 
trained with the whole dataset.  

One can clearly observe that the completion based on 
the specialized GANs is more accurate in filling (complet-
ing) the missing regions compared to the general GAN 
which was trained with the whole dataset.  

2) Discussion 
Through this work, our objective was to design and im-

plement a visual inpainting (completion) framework that 
can accurately complete missing visual cultural data from 
multiple categories. Our framework design relies on gener-
ative adversarial networks which are used to generate vis-
ual content. Since these networks cannot be used directly 
for inpainting tasks, we used a semantic image inpainting 
approach based on DCGANs. Following our analysis, we 
found that training and using a single DCGAN for comple-
tion is ineffective especially if the training dataset has data 
from different visual contexts. As a result, we designed an 
inpainting framework that improves the visual quality of 
GAN-based semantic inpainting using a divide-and-con-
quer strategy. Instead of training a single GAN, we used 
clustering with the K-means algorithm to categories the 

training data into similarly looking clusters. For each of 
these clusters, a GAN is trained. At completion, we rely on 
the same clustering model to find the closest cluster and 
perform GAN based semantic inpainting with the GAN that 
was trained on this cluster. By doing so, we have signifi-
cantly restricted the visual output context of the GANs. The 
impact of adding clustering can be easily perceived on the 
examples of table 2.  Our framework still has some room 
for improvements such as using a simpler architecture for 
the specialized GANs which will increase the efficiency of 
our approach.  

General DCGAN Specialized GANs + clustering 

Table 2. Some inpainting results 

VI. CONCLUSION 
In this paper, we presented an image inpainting frame-

work adapted for visual cultural heritage. Our framework 
relies on generative adversarial networks which are nowa-
days considered among the most powerful generative mod-
els. These models can be used to perform semantic image 
inpainting. However, through our analysis, we saw that us-
ing a single model with a dataset that has several visual 
contexts is ineffective. We designed an image inpainting 
framework, which was validated on cultural data, that can 
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effectively perform visual completion of different contexts. 
We relied on the divide-and-conquer strategy and instead 
of training a single DCGAN, we clustered our training data 
using the K-means algorithms and trained a DCGAN for 
each cluster. The resulting clusters have mostly the same 
visual context which in fact resulted in a better-quality 
completion. As future work, we plan to optimize the train-
ing process by using a simpler architecture for the special-
ized GANs. We also aim to explore the effect of varying 
the number of clusters on the performance of the frame-
work, as well as on the quality of the produced images. 
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