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Figure 1: CubeMuseum. (a) The physical cube with 2D image targets; (b) Sample 3D virtual museum objects that can be augmented
on the physical cube; (c) A screenshot of what users can see from their smartphones using CubeMuseum AR, including the physical
cube in the real scene and the virtual objects and labels augmented on top of it.

ABSTRACT

An Augmented Reality (AR) prototype, CubeMuseum, is proposed
in this paper to present an embodied experience with virtual museum
collections. With a cost-effective cube and a smartphone application,
users can view and interact with 3D museum objects embodied on
the cube. Detailed design of the prototype is presented to illustrate
the approaches to visualize, present, and interact with virtual objects.
CubeMuseum has been evaluated by hundreds of users in both labo-
ratory studies and public exhibitions. The results indicated that the
prototype is simple yet effective. It demonstrates several benefits
and potential implications in supporting user engagement and learn-
ing experience. This research provides insights to researchers and
practitioners in designing interactive cultural heritage experiences
using a cost-effective approach.

Keywords: human-computer interaction, cultural heritage, digital
heritage, virtual museum, augmented reality, mixed reality, embod-
ied interaction

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Artificial, augmented, and vir-
tual realities; H.5.2 [Information Interfaces and Presentation]: User
Interfaces—Prototyping

1 INTRODUCTION

Cultural heritage in museums and cultural institutions is often pre-
sented in the form of physical collections with static labels to com-
municate history and stories. Recent development in virtual heritage
shows that museums are actively digitizing their collections to store,
distribute, and share the collections with a broader audience [?]. The
adoption of interactive technologies in presenting museum collec-
tions has significantly increased in the last few years, promoting
the diffusion of culture by developing creative narratives to support
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education and recreation [25]. Such digital experiences offer op-
portunities to see an increased number of collections than possible
during physical museum tours [8].

The recent advances in Virtual Reality (VR) and Augmented
Reality (AR) are witnessed by the general public from consumer-
level devices and applications. These technologies are becoming
increasingly accessible and are used for more general purposes, in-
cluding entertainment, education, social networking, e-commerce,
and marketing [5]. Many museums have explored using AR to pro-
vide visitors with augmented information and interactive storytelling
in combination with physical objects and environments. However,
systems set up within the sites or as a part of museum exhibitions
are of limited accessibility. Recent development in photogrammetry
has made the creation of 3D models faster and easier [24], and the
presentation of virtual objects is no longer confined to the limited
physical spaces of museums [3]. It is now possible to access digi-
tal presentations of cultural heritage outside of cultural institutions
through ubiquitous devices, such as mobile devices.

This paper presents CubeMuseum (see Figure 1), an AR proto-
type that supports the presentation of embodied museum collections
with a cost-effective cube and a smartphone-based AR application.
It allows users to interact with high-quality 3D models of museum
collections outside the museum spaces. Our evaluation of CubeMu-
seum demonstrates several benefits and implications: 1) it requires
minimum equipment and devices while enabling engaging user ex-
periences with museum collections outside the museum space; 2)
the embodied interactions afforded by the prototype support users’
learning of cultural heritage; 3) with both physical embodiment
and digital interactivity, CubeMuseum can be an innovative way
to continue visitors’ museum trajectory and has great potentials to
be designed for hybrid gifting [10], a new kind of gift with both
physical artefacts and digital interactivity.

2 RELATED WORK
2.1 Virtual Museum and Augmented Reality

The means to establish access, context, and outreach by using infor-
mation technology is defined as Virtual Museum (VM) [19]. The
scope of VM is broad and is often used interchangeably with dig-
ital museum, online museum, web museum, electronic museum,
etc. [20]. As indicated by these names, VM is essentially an ex-

978-1-6654-1298-8/21/$31.00 ©2021 IEEE 13
DOI 10.1109/ISMAR-Adjunct54149.2021.00014
Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on December 16,2024 at 18:49:26 UTC from IEEE Xplore. Restrictions apply.



tension of physical museums that presents content in any digital
form, such as photographs of museum exhibits, online collections
and museum archives. Most of the previous virtual museums and
online exhibitions presented object information using images and
texts, but very few used 3D reconstructions [18]; there was even less
presentation of museum collections using VR and AR. This research
is concerned with the presentation of museum collections in 3D with
the use of AR technologies.

Previous VM research has studied the use of AR technologies
to present museum objects with interactive cultural heritage expe-
riences. Some used marker-based AR to superimpose information
on top of exhibits, such as aligning expert drawings on top of digital
images of animal engravings in caves [4], augmenting information
on photographs [28], and supplementing information for animal
specimen [16]. Researchers also explored the use of markerless
AR to present onsite guide information for visitors, such as the
ARCHEOGUIDE system for the ancient Olympia [23], the simu-
lation of the ancient life in ancient Pompeii [17], and augmenting
virtual reconstructions and visual highlights for interactive story-
telling in the Acropolis Museum [28]. Chatzidimitris et al. [2] found
that the combination of virtual information and physical objects
triggers curiosity and exploration, and that visitors can easily pick
up and master mobile AR interactions. These have demonstrated the
benefits of AR in supplementing information on museum objects
and enhancing exhibition experiences.

2.2 Experience Outside the Museum with AR

AR has great potential to make cultural heritage experiences widely
accessible to the general public. Current advances in 3D object
reconstruction and affordable access to digital devices have con-
tributed to the adoption of AR in museums. For example, a recent
study presented the use of consumer-level devices and photogram-
metry techniques to create digital copies of museum objects [9].
The authors argued that this approach is cost-effective and practical
for museums to adopt to create interactive experiences with educa-
tion functions. More importantly, the online resources of cultural
heritage also make it possible for users to interact with museum
collections outside the museum spaces. For example, the ‘Cultural
Heritage and History’ category on Sketchfab! provides a wide range
of collections that can be downloaded for free and viewed in AR.
These high-quality assets include contributions from many muse-
ums and cultural institutions, such as the British Museum. Current
technologies are making it possible for museums to open up their
collections to the public with increased accessibility, not only to the
images and texts, but 3D models and interactive experiences as well.

One of the approaches to create an interactive experience is
through embodied interaction [7]. It provides users with a control
of virtual information through tangible interactions with physical
objects [1]. For example, D’ Agnano et al.’s Tooteko [6] application
used a 3D printed replica of an architecture to enable the trigger-
ing of audio information. Previous research has also demonstrated
that embodied interactions with virtual object information can con-
tribute to the sense of control [14]; the embodied presence of others,
such as virtual avatars, can facilitate communication behaviors [21];
and embodied interactions in simulations could enhance student
engagement and learning [15]. A recent survey on AR in cultural
heritage identified that it is important to consider the environment in
which future AR systems are executed [22]. Museums are known
for restricting physical access or touching their collections. When
developing AR applications for uses outside the museum spaces, it
would be beneficial to support embodied interactions with virtual
objects, and providing users with some form of sense that they are
touching or physically interacting with museum collections. This
could contribute to users’ learning and interactive experience with
cultural heritage.

Thttps://sketchfab.com/3d-models/categories/cultural-heritage-history
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3 CuBEMuUSEUM: A PROTOTYPE FOR EMBODIED INTERAC-
TION WITH VIRTUAL MUSEUM OBJECTS

This section provides details of the design and implementation of
CubeMuseum. The prototype is used to present 3D museum collec-
tions with AR. Thus, we describe our approach based on the three
attributes of the VIP framework of virtual objects [11], namely, 1)
reconstructing digital museum collections (visualization), 2) setting
up 3D models and image targets for AR display (presentation), and
3) implementing the AR display and interactions with virtual objects
(interaction). Table 1 provides a summary of making CubeMuseum.

Table 1: Summary of making CubeMuseum.

Visualization Presentation Interaction
Digital Digital images of Image targets; In- 3D models; Im-
assets objects formation labels age targets; Infor-

mation labels

Physical Cube; Paper and Assembled AR
assets scissor cube; Smartphone
Software  Autodesk ReCap Unity; Vuforia
and SDK  or RealityCapture;

Blender
Results 3D models Assembled AR CubeMuseum

cube
3.1 Visualizing Virtual Objects

We construct digital copies of museum collections using the digital
close-range photogrammetry technique [26,27]. This technique
allows the use of digital images that are captured with a camera
at a close range to measure objects and create accurate 3D mod-
els. Autodesk ReCap? and RealityCapture’ are used to process the
digital images, and the generated 3D models are further processed
using a 3D modelling software, Blender*. The generated 3D raw
models then need to be processed in order to be used for AR devel-
opment. The processing of 3D models usually includes axis fixing,
scaling, retopology, normal map baking, and texture baking. The
detailed workflow for generating and editing a model is summarized
in Figure 2.

Photogrammetry

<Image>
PotteryUnicorn01.jpg
PotteryUnicomn02.jpg
PotteryUnicorn03.jpg

<.0BJ model>
PotteryUnicorn.obj
PotteryUnicorn.mtl
PotteryUnicom.jpg

Auto
modelling

Export
‘model

<ReCap model>
PotteryUnicom.rcm

PotteryUnicorn50.jpg

3D Modelling
<Image>
<.0BJ model> Fe(opa/agy_{ <Blender object> | Baking Export | <.FBX model>
bakedNormalPotteryUnicorn.jpg oo
PotteryUnicorn.obj Plane pakedTodurePotieryUnicorm g | ™%/ | PotteryUnicom fox
AR Development

<.FBX model>
PotteryUnicorn.fox
Create material__| <Unity material>
<Image> and apply PotterUnicorn
bakedNormalPotteryUnicorn.jpg
bakedTexturePotteryUnicom.jpg

Figure 2: The workflow of visualizing virtual objects.

3.2 Presenting Virtual Objects

Once the virtual objects are reconstructed and processed, they are
imported to Unity for AR interaction design and development. Unity
accepts models in .FBX format, which contains information about
object meshes and materials (see Figure 3). The baked texture and

Zhttps://www.autodesk.com/products/recap/
3https://www.capturingreality.com/
“https://www.blender.org/
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normal map images obtained from the reconstruction workflow are
imported to Unity assets together with the .FBX model file.

Each object in Unity has a Mesh Renderer and a Material applied
to the mesh. By default, the texture image is included in the Mate-
rial’s Albedo under the Main Maps. The normal map generated in
the 3D modeling process is applied to the Normal Map property of
the Material to a more realistic look.

')

Figure 3: Screenshots of virtual object meshes, baked texture and
normal map.

Virtual objects are presented to users with a smartphone AR
application and a physical cube, with each one of its faces having
a 2D image target. We can prepare information labels for each
virtual object and use photos of objects situated in museums as
image targets for the smartphone camera to recognize and track (see
Figure 4). This is a better option than random patterns because it
creates a connection between the 2D images and 3D models of the
museum collections. In this way, the physical AR cube embodies
the presentation of the six museum objects.

Figure 4: Image targets and information labels.

To make the physical CubeMuseum, we align the image targets
to a cube paper pattern and print them out on a piece of A4 paper.
It can then be cut out, glued to a wooden cube, and assembled
(see Figure 5). This way engages users in handcraft to make their
own CubeMuseum with objects of their interest. By selecting six
object images, users can form a museum collection with minimum
materials and skills. The image targets can also be easily replaced
to update a collection.

3.3 Interacting with Virtual Objects

Interactions with virtual objects are developed in Unity with the
Vuforia®> AR SDK. Image targets are uploaded to the developer
database and an ARCamera prefab is applied to simulate the smart-
phone camera. When a user positions the smartphone camera to-
wards a face of the cube, it will recognize the image target and
trigger the augmentation of the linked 3D model on top of it (see
Figure 6).

Once augmented, the 3D model starts to rotate on the z-axis to
enable a comprehensive view. An object can also be viewed from
different angles by manually rotating the cube, as the virtual object

Shttps://developer.vuforia.com/

Step 2: Print

Step 1: Align
/ \

S /

Step 3: Cut out

Figure 5: The 4-step process of making the physical CubeMuseum.

Figure 6: A user accessing a museum collection with CubeMuseum.

follows the movements of the cube. This applies the embodied inter-
action design principle [7], where users are allowed to manipulate
virtual objects through tangible interactions with the cube. The in-
formation label of an object is augmented next to it by default, but
users can tap on it to dismiss it. Labels can also be brought up by
tapping on the virtual object.

4 EVALUATING CUBEMUSEUM

CubeMuseum has been evaluated by hundreds of users in both lab-
oratory studies (see [12] and [13]) and in-the-wild research. It has
been used as a part of two user studies in laboratory settings. 112
participants are involved, most of which are university students.
CubeMuseum has also been featured in the following three pub-
lic exhibitions at international research engagement events, where
a wider range and a more significant number of audiences were
reached for in-the-wild observations (see Figure 7).

¢ UKRI Impact Festival, Beijing, 8 November 2018

* SPARK: The Science and Art of Creativity, Hong Kong, 19
January 2019

¢ AHRC UK-China Creative Industries, Shanghai, 2 December
2019

We prepared questionnaires and conducted semi-structured inter-
views in laboratory studies to evaluate user experience with CubeMu-
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Figure 7: CubeMuseum being used by children, adults and seniors.

seum. Users have also voluntarily provided their feedback through
questionnaires in public exhibitions. All studies have been reviewed
and approved by the University of Nottingham Ethics Committee
prior to any data collection. Statistical results were reported in [12]
and [13]. Below we summarize several key findings and lessons.

4.1

The most important contribution of CubeMuseum is its support for
tangible and embodied user experience with cultural heritage. Users
reported that holding the cube with virtual objects is comparable to
holding an object in hand. Many users reflected that such experience
was novel and new to them, and the way to control the virtual objects
(via the physical cube), such as rotating them, was intuitive and easy
to pick up. This is largely supported in our public exhibitions as the
visitors barely required any tutorials. Engaging interactions with
the cube also provides users with a sense of control of the often
unreachable museum objects. Some users reported the impression
that the cube embeds the museum collections and that the smart-
phone camera is the key to unlock them. CubeMuseum provides
users with combined physical embodiment and digital interactivity
in their experience with museum collections. AR with embodied
interactions was shown to be effective in virtual object control [14].
The current evaluation results on CubeMuseum AR have further
supported its use in presenting cultural heritage.

Tangible and Embodied Interactions

4.2 User Engagement and Learning with AR

We observed great ‘wow effects’ from users when they successfully
triggered the first augmentation with CubeMuseum. Users found the
3D models to be of great vividness and high quality, and acknowl-
edged the appropriate use of AR to present the museum objects.
Many users compared the AR presentations with the traditional way
of communicating history, i.e. with images and texts, and reported
that the AR approach provides greater details and more up-close
experiences with a sense of the shape and texture. They suggested
that their interactions with the virtual objects have supported their
engagement better and motivated their learning. Many users agreed
that CubeMuseum is a great tool for teaching culture and history,
and they also showed great support for adopting AR in classroom
teaching.

4.3 Mapping Image Targets with Augmentations

Users reported that they could feel the objects ‘came alive’ when see-
ing the 3D models augmented on top of the 2D images on their cube.
The connection between the object images and models in CubeMu-
seum helped support users’ mental model. Users have creatively
envisioned that the smartphone camera can recognize a museum
object and ‘transform’ its 2D image into an equivalent 3D model.
This is especially true for users with less knowledge about how the
image recognition technology works, such as children and seniors.
We received a significant amount of positive feedback from this
design of mapping in CubeMuseum, indicating that it is important
to prepare meaningful image targets and good mapping for aug-
mentations when using image-based AR. A reasonable connection
between the physical and the digital will contribute greatly to the
user experience.
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5 DiscussiOoN

Museums are lacking in space and appropriate conditions for display-
ing their collections and archives. Many collections are preserved in
specialist warehouses due to their sensitivity to light and humidity.
In the meantime, current digitization technologies are getting in-
creasingly mature. It was shown that virtual objects could stimulate
interest from a broad array of viewers and even result in greater
levels of engagement with the physical museum collections [8]. As
such, many museums are digitizing the collections in 3D, presenting
them using digital technologies, and opening up their collections
to the public. We believe that such digital collections will become
increasingly accessible to the public, and physical tangibles like
CubeMuseum presented in the current work represent an appropriate
and engaging approach to present virtual museum collections.

Our studies have shown that AR supports the presentation of
virtual objects with rich information and affords interactions that are
otherwise infeasible in physical museum visits. On top of that, users’
tangible and embodied interactions with CubeMuseum have further
engaged them in learning cultural heritage. These two aspects (AR
presentation and embodied interaction) are the prominent advantages
demonstrated in our current evaluation of CubeMuseum.

CubeMuseum is a cost-effective prototype that has been proven to
be successful in supporting user engagement and learning experience
with cultural heritage. We further identify that CubeMuseum has
implications on hybrid gifting, a recent work by Koleva et al. [10].
They present it as a new kind of gift with both physical artifacts and
digital interactivity. Based on their proposed framework, CubeMu-
seum presented in our work can be designed as a physical gift item
with digital wrapping. More digital content such as audio recordings
and text messages can be embedded as parts of the AR application,
and sent together with the virtual museum collections embodied in
the physical CubeMuseum. Meanwhile, the involvement of other
people in gifting indicates social interactions, which are also essen-
tial for the museum learning experience. Using CubeMuseum as
a hybrid gift will also support the continuous trajectory of visitors’
museum experience and allow them to experience cultural heritage
and continue learning outside museums.

6 CONCLUSION

This research presents CubeMuseum, a physical manipulative for an
embodied experience with virtual museum collections. We present
the making of the prototype with a wooden cube, printed paper and
an AR application. Our evaluation showed three key findings. First,
the tangible and embodied interactions are intuitive and easy to pick
up. The sense of control obtained from the cube, and consequently
the museum objects, contributed to the user experience with cultural
heritage. Second, using AR to present 3D museum objects supports
user engagement and motivates users’ learning experiences with cul-
tural heritage. Third, meaningful mappings between physical image
targets and virtual augmentations affect user experience positively.

CubeMuseum requires minimum equipment (like a common mo-
bile phone) but enables engaging user experiences with museum
collections outside the museum spaces. The embodied interactions
afforded by CubeMuseum supports users’ learning experience of
cultural heritage. CubeMuseum employs both physical embodiment
and digital interactivity. We suggest that it can be an innovative way
to continue visitors’ museum trajectory and has great potentials to
be designed for hybrid gifting.

ACKNOWLEDGMENTS

The experiments and evaluations took place at the NVIDIA Joint-Lab
on Mixed Reality, an NVIDIA Technology Centre at the University
of Nottingham’s China campus. This work receives financial support
from the Xi’an Jiaotong-Liverpool University (RDF-20-02-47 and
TDF20/21-R22-142).

Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on December 16,2024 at 18:49:26 UTC from IEEE Xplore. Restrictions apply.



REFERENCES

(11

[2

—_

(31

[4

=

(51

(6]

[7

—

(8]

[91

[10]

(1]

(12]

[13]

[14]

[15]

[16]

[17]

M. K. Bekele, C. Town, R. Pierdicca, E. Frontoni, and E. V. A. S.
Malinverni. A Survey of Augmented, Virtual, and Mixed Reality for
Cultural Heritage. ACM Journal on Computing and Cultural Heritage,
11(2):36, 2018. doi: 10.1145/3145534

T. Chatzidimitris, E. Kavakli, M. Economou, and D. Gavalas. Mobile
Augmented Reality Edutainment Applications for Cultural Institutions.
1ISA 2013 - 4th International Conference on Information, Intelligence,
Systems and Applications, pp. 270-274, 2013. doi: 10.1109/IISA.2013
16623726

E. Ch’ng. New Ways of Accessing Information Spaces using 3D Mul-
titouch Tables. In Proceedings of the 2012 International Conference
on Cyberworlds, Cyberworlds 2012, pp. 144—-150. Darmstadt, 2012.
doi: 10.1109/CW.2012.27

O. Choudary, V. Charvillat, R. Grigoras, and P. Gurdjos. MARCH:
Mobile Augmented Reality for Cultural Heritage. Proceedings of the
seventeen ACM international conference on Multimedia - MM ’09,
3:1023, 2009. doi: 10.1145/1631272.1631500

P. Cipresso, I. A. C. Giglioli, M. A. Raya, and G. Riva. The past,
present, and future of virtual and augmented reality research: A net-
work and cluster analysis of the literature. Frontiers in Psychology,
9(NOV):1-20, 2018. doi: 10.3389/fpsyg.2018.02086

F. D’ Agnano, C. Balletti, F. Guerra, and P. Vernier. Tooteko: A case
study of augmented reality for an accessible cultural heritage. Digitiza-
tion, 3D printing and sensors for an audio-tactile experience. Interna-
tional Archives of the Photogrammetry, Remote Sensing and Spatial
Information Sciences - ISPRS Archives, 40(5W4):207-213, 2015. doi:
10.5194/isprsarchives-XL-5-W4-207-2015

P. Dourish. Where the Action Is: The Foundations of Embodied Inter-
action, vol. 36. 2001. doi: 10.1162/leon.2003.36.5.412

O. C. Frost. When the Object is Digital: properties of digital surro-
gate objects and implications for learning. In Perspectives on Object
Centered Learning in Museums, pp. 72-85. 2002.

S. Gonizzi Barsanti, G. Caruso, L. L. Micoli, M. Covarrubias Ro-
driguez, and G. Guidi. 3D visualization of cultural heritage artefacts
with virtual reality devices. International Archives of the Photogramme-
try, Remote Sensing and Spatial Information Sciences - ISPRS Archives,
40(5W7):165-172, 2015. doi: 10.5194/isprsarchives-XL-5-W7-165
-2015

B. Koleva, J. Spence, S. Benford, H. Kwon, H. Schnédelbach, E. Thorn,
W. Preston, A. Hazzard, C. Greenhalgh, M. Adams, J. R. Farr, N. Tan-
davanitj, A. Angus, and G. Lane. Designing Hybrid Gifts. ACM
Transactions on Computer-Human Interaction, 27(5), 2020. doi: 10.
1145/3398193

Y. Liand E. Ch’ng. A Framework for Sharing Cultural Heritage Objects
in Hybrid Virtual and Augmented Reality Environments. In Visual
Heritage: Digital Approaches in Heritage Science, pp. 1-22. 2021.

Y. Li, E. Ch’ng, S. Cai, and S. See. Multiuser Interaction with Hybrid
VR and AR for Cultural Heritage Objects. In Digital Heritage 2018.
IEEE, San Francisco, USA, 2018. doi: 10.1109/DigitalHeritage.2018.
8810126

Y. Li, E. Ch’ng, S. Cobb, and S. See. Presence and Communication
in Hybrid Virtual and Augmented Reality Environments. PRESENCE:
Virtual and Augmented Reality.

Y. Li, P. Tennent, and S. Cobb. Appropriate Control Methods for
Mobile Virtual Exhibitions. In M. Duguleand, M. Carrozzino, M. Gams,
and I. Tanea, eds., VR Technologies in Cultural Heritage, pp. 165—
183. Communications in Computer and Information Science, vol 904.
Springer, Cham, 2019. doi: 10.1007/978-3-030-05819-7

R. Lindgren, M. Tscholl, S. Wang, and E. Johnson. Enhancing learning
and engagement through embodied interaction within a mixed reality
simulation. Computers and Education, 95:174-187, 2016. doi: 10.
1016/j.compedu.2016.01.001

L. Mor, R. M. Levy, and J. E. Boyd. Augmented reality for virtual
renovation. In Proceedings of the second international ACM work-
shop on Personalized access to cultural heritage - PATCH ’12, p. 15.
ACM Press, New York, New York, USA, 2012. doi: 10.1145/2390867.
2390872

G. Papagiannakis, S. Schertenleib, B. O’Kennedy, M. Arevalo-Poizat,

17

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

N. Magnenat-Thalmann, A. Stoddart, and D. Thalmann. Mixing virtual
and real scenes in the site of ancient Pompeii. Computer Animation
and Virtual Worlds, 16(1):11-24, 2005. doi: 10.1002/cav.53

S. Perry, M. Roussou, M. Economou, H. Young, and L. Pujol. Moving
Beyond the Virtual Museum: Engaging Visitors Emotionally. In 23rd
Int’l Conference on Virtual Systems and Multimedia-VSMM, 2017. doi:
10.1109/VSMM.2017.8346276

W. Schweibenz. The “Virtual Museum”: New Perspectives For Mu-
seums to Present Objects and Information Using the Internet as a
Knowledge Base and Communication System. In Internationalen
Symposiums fiir Informationswissenschaft, 1998.

W. Schweibenz. The Development of Virtual Museums. /COM News,
3(3):1, 2004.

H. J. Smith and M. Neff. Communication behavior in Embodied
virtual reality. Conference on Human Factors in Computing Systems -
Proceedings, 2018-April:1-12, 2018. doi: 10.1145/3173574.3173863
J. C. G. Vargas, R. Fabregat, A. Carrillo-Ramos, and T. Jové. Survey:
Using augmented reality to improve learning motivation in cultural
heritage studies. Applied Sciences (Switzerland), 10(3), 2020. doi: 10.
3390/app10030897

V. Vlahakis, M. Ioannidis, J. Karigiannis, M. Tsotros, M. Gounaris,
D. Stricker, T. Gleue, P. Daehne, and L. Almeida. Archeoguide: an
augmented reality guide for archaeological sites. IEEE Computer
Graphics and Applications, 22(5):52-60, 9 2002. doi: 10.1109/MCG.
2002.1028726

K. Walczak, W. Cellary, and M. White. Virtual museum exbibitions.
Computer, 39(3):93-95, 2006. doi: 10.1109/MC.2006.108

B. Wyman, S. Smith, D. Meyers, and M. Godfrey. Digital Storytelling
in Museums: Observations and Best Practices. Curator: The Museum
Journal, 54(4):461-468, 2011. doi: 10.1111/§.2151-6952.2011.00110.
X

N. Yastikli. Documentation of cultural heritage using digital photogram-
metry and laser scanning. Journal of Cultural Heritage, 8(4):423-427,
2007. doi: 10.1016/j.culher.2007.06.003

H. M. Yilmaz, M. Yakar, S. A. Gulec, and O. N. Dulgerler. Importance
of digital close-range photogrammetry in documentation of cultural
heritage. Journal of Cultural Heritage, 8(4):428—433, 2007. doi: 10.
1016/j.culher.2007.07.004

M. Zollner, J. Keil, H. Wiist, D. Pletinckx, M. Zoellner, J. Keil, H. Wiist,
and D. Pletinckx. An Augmented Reality Presentation System for
Remote Cultural Heritage Sites. 10th International Symposium on
Virtual Reality, Archaeology and Cultural Heritage, pp. 112-116, 2009.
doi: 10.1.1.331.5961

Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on December 16,2024 at 18:49:26 UTC from IEEE Xplore. Restrictions apply.



