
70 July/August 2014 Published by the IEEE Computer Society 0272-1716/14/$31.00 © 2014 IEEE

Graphically Speaking Editor: André Stork

Computer Graphics a nd Cultural Heritage, 
Part 2
Continuing Inspiration for Future Tools
David Arnold
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Part 1 of this article examined the 50-year 
history of computer science and cultural 
heritage. It concentrated on challenges for 

technologies that document what exists—recording 
the evidence of our tangible cultural heritage.1

From computing’s early days, cultural heritage in 
its many guises has been inspiring computer scien-
tists with computational challenges rooted in the 
evidence of past human experience.

Here, I examine the new types of analysis and 
new applications that the availability of large quan-
tities of cultural-heritage data could enable. Cur-
rently, most of these applications are experimental. 
We can expect them to take many years of research 
before they mature and provide cultural-heritage 
professionals with novel research methods.

Visualization
“Visualization” has a slightly different meaning in 
archaeology than in computer graphics. In com-
puter graphics, visualization is the set of tools and 
techniques that let us visualize a body of data. In 
archaeology, visualization is mainly the reconstruc-
tion of sites, based on the archaeological evidence, 
whereas the viewing of digital assets is assumed to 
be inevitable and a somewhat trivial adjunct.

Computer graphics also offers advanced under-
standing of light’s behavior. This can increase our 
understanding of our ancestors’ intentions in cre-
ating cultural artifacts. It also offers opportunities 
for communicating these virtual reconstructions 
with cultural-heritage professionals and the public.

Visualization in computer graphics often has a 
time dimension—a scene might be animated with 
people, as I discuss later, or a visualization might 
demonstrate how a piece of industrial machinery 
functions. There are also classes of object that are 

as yet only poorly documented and displayed digi-
tally. Historical costume is an obvious class of ob-
ject in which the best visualizations would show 
how the garments move. Modeling this accurately 
would require not only the physics of the simu-
lated materials but also the engineering construc-
tion of the garment itself. This exercise would be 
challenging even without taking into account the 
degradation of materials over time.

Visualization as a way to present huge quantities 
of data in an understandable form, demonstrating 
patterns in the data, is only just emerging as these 
quantities increase.

Shape Grammars and Procedural Modeling 
in Reconstruction
In part 1, I considered applications that analyzed 
fragments of cultural artifacts and reconstructed 
past states by considering how the parts could be 
fi tted together. Shape grammars use a set of pro-
duction rules to describe the structural composi-
tion of a set of shapes in 2D or 3D within a class 
of object.2 Procedural modeling also uses a set of 
rules to generate a parameterized class of object. 
Procedural modeling originated in the 1970s with 
the work of George Stiny and James Gips3 and oth-
ers in shape grammars, Christos Yessios in rule-
based planning of architectural layouts on sites,4

and others who experimented with the automated 
production of architectural forms.

The Rome Reborn project (http://romereborn.
frischerconsulting.com) sets out to present the 
city as it might have looked at its height, around 
AD 320.5 The project has evolved in a number 
of stages. The reconstruction initially included a 
digital terrain map and more than 7,000 build-
ings. Approximately 250 buildings were described 
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in some detail; the rest were modeled from the 
Plastico di Roma Antica model at Rome’s Museum 
of Roman Civilization. Later versions have added 
detail to these models using rule-based systems to 
simulate appropriate designs and have added de-
tailed models of major sites in the city.

Researchers used the CityEngine procedural 
modeling system to reconstruct ancient Pompeii. 
They fitted procedural models for Roman ver-
nacular architecture to the footprints of build-
ings found during archaeological excavations on 
the site.6 They also procedurally generated a video 
simulating crowds of Romans on the site (Figure 1 
shows a still).7 As the characters circulate through 
the city, they undertake tasks, with a pattern of 
behaviors based on probabilities that any character 
will perform each task (for example, entering the 
bakery to buy bread).

Procedural modeling systems for architecture 
worked initially with a set of rules that divided 
up building plans or facades. This paradigm origi-
nated from translating architectural plans into 
3D. Constructive solid geometry (for example, 
Ian Braid’s BUILD system8) is based on volumet-
ric modeling ab initio. An intellectual descendent 
of that approach is Sven Havemann’s Graphics 
Modeling Language (GML), a scripting language 
that has been used to apply volumetric modeling 
to cultural-heritage content.9 Figure 2 shows the 

results of setting parameters within a procedural 
model of Gothic church windows to fit a template 
to an actual example.10 This also generates a very 
compact description of a complex object.

Analyzing the mathematical relationships em-
bodied in particular styles has a long history. Prob-
ably the most widely known studies are those of 
Vitruvius in the first century AD analyzing clas-
sical temples’ layouts and proportions.11 George 
Stiny and William Mitchell developed a paramet-
ric shape grammar representation of the ground 
plans of Palladio’s villas as the essence of Palla-
dian style.12 They then used parameters with the 
grammar to generate the plan for Palladio’s Villa 
Malcontenta.

One current objective is to reverse-engineer this 
process using parameters derived from the partial 
remaining evidence of the past to hypothesize 
complete artifacts in a class. So, you could use 
the footprint of a building known to be from a 
particular period and in a particular construction 
style, along with production rules for buildings 
in that style, to hypothesize structures that could 
have occupied the site. In this case, you would de-
rive parameters from the evidence and use them 
to tune a generic understanding of how items in a 
class are constructed. The more evidence that was 
available and used, the higher the probability the 
hypothesis would be meaningful.

Figure 1. A still from the procedurally generated crowd simulated in a reconstructed Pompeii.7 To model 
the city’s residential areas, researchers fitted procedural models for Roman vernacular architecture to the 
footprints of buildings found during archaeological excavations on the site. (Source: ETH Zurich; used with 
permission.)
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In fact, the principle can be applied even where 
the artifact has never actually existed. For example, 
researchers used CityEngine to visualize building 
designs proposed in an architectural competition 
in the 1660s to extend the Louvre Palace (now the 
Louvre Museum) to include a new east wing. Fig-
ure 3 shows a reconstruction of one of the com-
petition entries using CityEngine.13 The winning 
design has also been modeled using GML.14

Studies tend to focus on particular iconic ar-
chitectural styles rather than less grandiose styles. 
Vernacular styles are typically shared by thousands 
of buildings and have been adapted by many archi-
tects for stylistic reasons or to fit different circum-
stances. The fact that humans can often identify 
individual buildings as typical of architectural 
periods shows that these buildings demonstrate 
specific characteristics. However, quantifying each 
style’s essence is more challenging. This is partly 
because capturing the geometric complexity and 
set of interrelationships isn’t easy (see, for exam-
ple, Figure 415). In addition, the factors that allow 
human recognition of specific styles include ele-
ments beyond the composition of shapes that digi-
tization might not capture. These include material 
types and construction methods that time-of-flight 
scans of building facades don’t normally capture.

The Science of Light
One of the most iconic combinations of computer 
graphics and cultural heritage is The Parthenon, a 
film directed by Paul Debevec16 that built on sev-
eral years of research.17,18 It combines

(a)

(b)

Figure 3. Applying procedural modeling to a building that has never 
existed. (a) A model of the first design by Bernini for the Louvre Palace. 
(b) A nonphotorealistic rendering of the model of the first Bernini 
design. (Images © University of Brighton; used with permission.)

(a) (b) (c)

Figure 2. Applying procedural modeling to architecture. (a) A Gothic-style ecclesiastic window. (b) A Graphics Modeling 
Language (GML) template of this class of object. (c) Fitting the GML template to the window. (Source: Sven Havemann, TU Graz; 
used with permission.)
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■■ documentation of the Parthenon’s condition;
■■ relighting based on onsite observations; and
■■ reconstructions based on reincorporating stat-
ues no longer on the site, using plaster casts 
from the Basel Skulpturhalle’s Parthenon sculp-
ture collection.

The film combines many computer science in-
novations with stunning visuals and pioneering 
research to illustrate technologies’ potential to re-
unite dispersed cultural assets—an objective that 
has been called digital repatriation. The approach 
provokes a range of reactions; for some individu-
als and communities this form of repatriation is 
unwelcome and an inadequate restitution for one 
culture’s looting of another’s heritage.

Other studies have examined how the light 
sources available in past societies influenced not 
only how people viewed artistic works but also how 
artists created them. For example, Alan Chalm-
ers’ film explores how flame-based light sources 
would have been used in prehistoric caves, to hy-
pothesize how the flickering might have simulated 
animation in cave paintings.19 Subsequent papers 
investigated the light spectra of different historical 
fuels and additives.20,21 The results for illuminat-
ing different materials demonstrate how artists 
exploited material properties to create particular 
effects. Figures 5 and 6 show the calculated impact 
on the appearance of frescoes in Pompeii and a 
Byzantine painting, respectively.

Multispectral scanning is also undergoing rapid 
development. Researchers have used it to remove 

noise from low-quality ancient documents and to 
exploit chemical properties of inks and surfaces 
to reveal normally invisible aspects. For example, 
Martin Lettner and Robert Sablatnig demonstrated 
improvements in scanning ancient manuscripts.22 
Meg Twycross used similar techniques to see 
through water damage in medieval manuscripts 
of the York Mystery Plays.23

Visualizing Spatially Organized Datasets
By definition, cultural-heritage data is associated 
with geographically located cultures, whose influ-
ences move and spread as countries war, societies 
trade, and peoples migrate to create diasporas in 
other cultures. Computer graphics can aid the pre-
sentation of complex time series data to analyze, 
cross-correlate, and visualize these temporal and 
spatial movements.

For example, a recent study mapped the move-
ment of UK design professionals over time (see 
Figure 7), on the basis of registered locations of 
designers with different specializations.24 Similar 
studies in other disciplines have plotted the den-
sity of reported crime and the associated property 
values. Such spatial presentations offer the op-
portunity for different ways to explore and under-
stand the data. Of course, this type of study can 
only operate with the available underlying data, 
and the data sources’ quality and completeness 
dictate the quality of results. However, computer 
scientists have been known to overlook the lack 
of high-quality data as they seek to demonstrate 
the potential of research methodologies for the 

(a)

(b)

(b)

Width m
Facade type

House no.

Width m
Facade type

House no.

Figure 4. An analysis of Brunswick Square in Brighton during the Regency period.15 (a) The east elevation. 
(b) The west elevation. Quantifying a style’s essence is challenging, partly because capturing the geometric 
complexity and set of interrelationships isn’t easy. (Source: University of Brighton; used with permission.)
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humanities at a time when routine digitization of 
sources is neither widespread nor systematic.

Recently, researchers have been using medical-
imaging technologies to examine cultural-heritage 
artifacts internally. Figure 8 shows the results of 
using computed-tomography scanning technology 
on a corroded object.25

Cultural Heritage and the Big-Data Agenda
The concepts of big data and analytics are only 
slowly being formulated in the contexts of arts and 
humanities research, partly because of the limited 
volumes of available data. The earliest applica-

tions have dealt with processing text data, statisti-
cal methods for natural-language processing, and 
generating corpora of texts in different languages 
and from different authors.

For computer graphicists, the data will likely be 
multidimensional, and organized collections tend 
to be much smaller as the number of dimensions 
increase. Image libraries are common. However, 
searches are frequently based on searching tags and 
metadata, and the idea of implementing a content-
based search over all the images on the Internet 
is in relative infancy. Nevertheless, image search, 
segmentation, and recognition remains a rapidly 

(a) (b)

(b)

Figure 6. A Byzantine painting’s appearance with (a) modern lighting and (b) candlelight. 21 Note how the 
candlelight emphasizes the halos. (Source: Alan Chalmers; used with permission.)

(a) (b)

(b)

Figure 5. The appearance of frescoes in Pompeii with (a) modern lighting and (b) oil lamp lighting.21 The 
results for illuminating different materials demonstrate how artists exploited material properties to create 
particular effects. (Source: Alan Chalmers; used with permission.)
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growing domain.26 The PASCAL project (Pattern 
Analysis, Statistical Modelling, and Computa-
tional Learning; http://pascallin.ecs.soton.ac.uk/
challenges/VOC/voc2012/index.html) ran a series 
of open competitions on recognizing objects from 
a number of classes in realistic scenes. After that 
series finished in 2012, the mantle was picked up 
by the 3D Shape Retrieval Contest 2013 (SHREC 

13; http://3dor2013.di.univr.it/SHREC13_Cfp.pdf). 
Undoubtedly, the methods developed to address such 
challenges will find cultural-heritage applications.

With 3D repositories, the number of artifacts 
currently digitized is even lower, and the lack of 
consistent representations of objects (for example, 
from CAD models to triangle meshes) hampers 
cross-collection search. This paucity of data means 

(a)

(b)

Figure 7. Mapping the movement of UK design professionals from 1959 to 2010.24 (a) The distribution of 
different types of textile designers in 1989. (b) Heat maps showing the distribution of typographers in 1979 
and 2010. Computer graphics can aid the presentation of complex time series data to analyze, cross-correlate, 
and visualize such distributions. (Source: University of Brighton; used with permission.)
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that we don’t yet have a good test environment 
for experimenting with new big-data visual or 
shape analytics for cultural heritage. We also lack 
a consistent shape vocabulary and language to de-
scribe and analyze (for example) a triangle mesh’s 
semantic elements. This means we have far to go 
before shape analysis of collections of 3D objects 
is routinely useful for heritage professionals. How-
ever, this avenue of research is computationally in-
teresting and challenging. The ongoing series of 
Eurographics workshops (http://diglib.eg.org/EG/
DL/WS/3DOR) provide considerable background 
in this area.

Large-scale datasets are beginning to be estab-
lished and, by linking data from many diverse 
sources, are creating “big data” for the arts and 
humanities, but exploitation requires the appropri-
ate analytic techniques. This involves developing 
methods that look for patterns to detect features 
of interest that would be too buried in other data 
to allow manual identification.

In part 1, I described how researchers used DNA 
to identify the remains of the last Czar’s family. 
As the volume and complexity of cultural-heritage 
data online grow, researchers will seek out the pat-
terns and characteristics uniquely associated with 
particular cultures and artistic styles, and so on. 
The research on using shape signatures in content-
based shape search reported in part 1 is an early 
step in this direction. Similarly, the mathematical 
characterization of styles through parameterized 
shape grammars and procedural models might act 
as the cultural equivalents of DNA. These “signa-
tures” should help empower the visual and big-
data analytics and drive novel research methods.

In some cases, an alternative might be to enlist 
“the crowd,” whether to solve jigsaw puzzles 
on a massive scale or correct optical-character-
recognition failures in large-scale digitization 

projects. An effective combination of crowdsourc-
ing and user-friendly open-access tools would al-
low large numbers of people to help solve massive 
challenges. The crowd’s efforts would be followed 
by professional review of the results. Experiments 
in crowdsourcing heritage projects have already 
occurred—for example, to transcribe handwritten 
texts, such as in the Transcribe Bentham proj-
ect (http://blogs.ucl.ac.uk/transcribe-bentham). 
However, few experiments have tried to capture 
3D models of community-heritage features.27

Linked Open Data and Multimodal 
Knowledge Bases
Many objects include embedded semantics related 
to what they represent or how they’re used (that 
is, their function, including symbolic functions). 
One challenge critical to the use of novel applica-
tions in cultural heritage is the ongoing develop-
ment of the information base. This must support 
both mechanisms for annotating cultural objects 
with links to other information and query systems 
that can explore linked open data.

For example, Figure 9 shows a carved wall at Kar-
nak that looks like a spreadsheet, apparently repre-
senting a calendar of offerings that a neighboring 
community was to make to the temple. The chal-
lenges include not only dealing with the stones and 
interpreting them through their damage but also 
establishing and maintaining their relationships 
to other knowledge systems. This example clearly 
illustrates the challenges of multimodal informa-
tion systems interconnecting the language of hi-
eroglyphics, carved shapes, spatial organization, 3D 
object representation, and other knowledge bases.

Physical Surrogates through 3D Printing
3D printing affords a different form of visualiza-
tion, creating a physical representation of an ar-

(a) (b)

Figure 8. Using medical imaging to examine a cultural-heritage artifact internally. (a) A corroded Gallic manufactured object.  
(b) Two views of the internal structure. (© J.C. Durand—Inrap; used with permission.)
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tifact that users can handle and view from any 
angle. It’s one of the fastest-growing areas of 
technology, with new devices rapidly going into 
production and broadening the range of material 
finishes, colors, and accuracy.

For example, the Kazafani boat is a unique 12th-
century-BC grave artifact from Cyprus, unearthed 
in 1963 and on display at the Cyprus Archaeological 
Museum. The boat is too fragile to travel. So, when 
the Smithsonian Museum wanted to exhibit it, the 
Cyprus Institute and local curators collaborated to 
use rapid prototyping—3D printing—to produce a 
surrogate for the exhibit.28 Size, shape, colors, sur-
face markings, and even evidence of past damage 
and restoration were all recorded and recreated.

By the time organizers planned to display the 
replica at the 3D-COFORM exhibition in Brighton, 
even the copy that had been created by the 3D-
COFORM project was deemed a cultural artifact 
in its own right and required more shipping docu-
mentation.29 Time limitations meant this wasn’t an 
option. So, the digital file was shipped electroni-
cally and reprinted in the University of Brighton’s 
prototyping laboratory, and a fine-arts graduate 
painted the new copy. This version was half-size to 
accommodate the maximum print size available. 
The whole exercise became part of the exhibition’s 
narrative, prompting debate on new opportunities 
and surrogacy in exhibitions (see Figure 10).

The 3D scanning also enabled conservators to 
analyze the boat in greater detail without risk-
ing any damage to the original. For example, they 
could use the digital model to evaluate the align-
ment of the fragments in the original restoration.

The experiment has shown how simple and 
cost effective this method of creating replicas can 
be—with obvious benefits for museum curators, 
education, and merchandise. Museum-based edu-
cationalists often use a small collection of pieces 
that can be allowed out of the museum and made 
available during schools’ visits. This lets students 
handle objects that bring to life the topic being 
discussed. These objects are by definition suitable 
for handling by many people—they’re placeholders 
for the objects that can’t be circulated so freely. 3D 
printing allows a different form of surrogacy in 
which people can handle tangible representations 
of iconic museum items.

I know of no studies comparing 3D printed 
objects’ educational effectiveness to that of sub-
stitute objects related to the same narrative. How-
ever, this approach is reminiscent of the use of 
plaster casts in art education in the 19th cen-
tury. It also suggests a potential business model 
for touring exhibitions that avoids transportation 

challenges, the risk of damage to the original, and 
insurance costs.

Bringing the Past to Life
In almost all previous digital documentation and 
reconstruction of the past, human activity has been 
noticeably absent. The experiment with Pompeii is 
one exception, but authors must balance imagina-
tion with reality, and audience satisfaction with 
cultural sensitivities. Onsite experiences typically 

Figure 9. The remains of a carved wall from the Temple of Karnak, part 
of which resembles a spreadsheet, illustrate the challenge of semantics. 
This example combines physical objects, broken parts, surface carving, 
hieroglyphics, and semantic content. How do you record this? What’s 
the significance? How do you link the representations and other 
knowledge sources?

Figure 10. The Kazafani boat. The boat was first scanned. Then, a digital 
file of the boat was shipped electronically and 3D printed, and the 
copy was painted. (Source: Cyprus Institute / 3D-COFORM; used with 
permission.)
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use live actors, but these face the similar challenges 
of addressing cultural interpretation. In addition, 
this approach’s cost and effectiveness must be bal-
anced with those of either recording or using vir-
tual humans. Prerendered animations or films aren’t 
intrinsically interactive and hence become merely a 
different form of passive consumption.

Whereas the example of Lara Croft: Tomb Raider 
(see part 1) clearly presents a fiction associated 
with the Ta Prohm temple, the more engaging and 
believable a narrative is, the greater the risk of 
distorting perceptions of the underlying cultural 
heritage. This is dangerous ground in which fic-
tional narratives might create new perceptions of 
cultural heritage, blurring the boundaries between 
history and fantasy.

Plenty of opportunities exist for computer graph-
ics to enrich the appreciation of tangible heritage. 
For example, the Chronicon Vulturnense is a 12th-
century illuminated manuscript describing the his-
tory of the Benedictine Monastery of San Vincenzo, 
including its sacking by the Saracens on 10 October 
881.30,31 This narrative, coupled with the extant 
archaeological evidence of shattered windows, 
melted glass, burnt wood, and arrowheads, could 
form the natural basis for an intriguing serious 
game drawing players into the area’s history and 
that period of history. Or, these artifacts could 
form the basis for a fictionalized account as an 
interactive experience in a visitor center. However, 
both these applications run the risk of interpret-
ing the evidence beyond its known meaning and 
redefining the heritage’s significance.

The sensitivities are similar to those surround-
ing the proposals to restore the Bamiyan Buddhas 
(see part 1). A concern for curators is that the un-
derlying educational experience in serious games 
can easily be lost in the narrow divide between 
making the game engaging and delivering noth-
ing more than heritage-based entertainment. The 
educational perspective that the experience adopts 
might also be seen as inappropriate. This opens up 
the potential for criticism of such experiences as 
culturally inappropriate or distorting truth in the 
interests of particular world views that discount 
some, possibly minority, opinions.

In part 1’s conclusion, I outlined the challenges 
of making it routine practice in heritage orga-

nizations to use technologies that can already be 
effective. In this part, I examined less well-developed 
techniques that have yet to gain widespread ac-
ceptance in cultural-heritage organizations and 
among researchers and practitioners.

Clearly, this interdisciplinary community faces 
research challenges at all points in the digital work-
flow of capture, analysis, presentation, and preser-
vation. The early stages have seen interdisciplinary 
communities of pioneers from both technological 
and cultural-heritage backgrounds build trust based 
on shared interdisciplinary research projects. This 
has been a long process of sharing aspirations and 
vocabulary and, gradually, producing new under-
standing. Computer science is beginning to provide 
a new generation of practical tools that offer op-
portunities for cultural-heritage professionals that 
couldn’t be envisaged without the technologies.

Probably our greatest challenge is to ensure a 
supply of well-educated technologists and cultural-
heritage professionals who span these interdisci-
plinary domains and collaborate across the divide 
to create tools and discover new understandings 
of cultural-heritage evidence. The result will be 
a shared enterprise with many opportunities for 
new ways of working, new research questions, and 
new methods still to be explored. The recently ap-
proved Centre for Doctoral Training in Science 
and Engineering in Arts, Heritage and Archaeology 
(http://seaha.org), principally funded by the UK’s 
Engineering and Physical Sciences Research Coun-
cil, should continue to provide doctoral graduates 
to help fill this gap for years to come.

As the debate on reconstructing Bamiyan, which 
has continued for well over 10 years, and the pro-
jections in The New Renaissance32 (see part 1) dem-
onstrate, the timescales seem longer than others 
in technology. So, this interdisciplinary field is less 
mature than others, and the journey is really only 
just beginning.�
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