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Abstract

This paper presents the optical tracking solution developed in the
ArcheoGuide project (The Augmented Reality based Cultural Her-
itage On-site GUIDE, 1ST-1999-11306). The system enables to
recover precisely the user head position and orientation at pre-
determined viewing location without the support of markers.

The tracking approach is novel and bases on the real-time regis-
tration of the live video-image with so called “reference images” of
the site. Once the matching between a live- and a reference-images
could have been established, the virtual information can be pre-
sented correctly to the user, either using a 2D image warping trans-
formation or after deduction of the current 3D position/orientation
of the camera.

The image matching algorithm represents the core of the track-
ing system. It must have real-time performance and be particulary
robust to intensity and local changes. We opted for an analysis in
frequency space and exploit the invariance properties of the Mellin-
Fourier transform.

The tracking system has been tested outdoor in the context of the
Archeoguide project. It runs on a laptop at around 10 to 15 Hz and
provides views of virtual monuments in a Head Mounted Display
superposed to the ruins of the archaeological site.
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puter Graphics]: Three-Dimensional Graphics and Realism—
Virtual Reality
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1 Markerless Tracking for Augmented
Reality

1.1 Necessity of a support

Markerless optical tracking is a very complex task. One can apply
an image processing operator, like the Shi-Tomasi [12] or Harris
[7] corner detector, to the video images and recover the camera tra-
jectory out of the motion of the 2D image features. This approach
works well off-line, because all features are accessible at a time,
what enables filtering or minimization of the errors by e.g. bundle-
adjustment techniques. On contrary for real-time applications, the
motions are often abrupt and unpredicable, what makes sequential
approaches very uncertain and fragile.

The need of a reference (or a support) for optical trackers appear
to be absolutely necessary. Usually, these systems rely on markers
[6, 8, 5]. They can be easily detected in the images and provides
3D metric information, which are used to deduct the current camera
position/orientation. In our application - Augmented Reality on an
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archaeological site - markers can not be used: the considered scenes
are too wide and the environment must keep unchanged. A solution
consists in replacing the markers by another support provided by the
scene it-self. We propose to use, not local scene features or a 3D
model of the scene, but a set of standard images of the environment.

1.2 Tracking with reference images

The principle of the tracker is illustrated figure 1. At a given view
point, a set of reference images is selected. The user view, ie the
current live video image, is compared to all reference images and a
correlation score is computed. The best score is retained and the 2D
transformation between the current video-image and the reference
image is evaluated.
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Figure 1: Tracking with reference images

At this step, two alternatives are possible:

1. The virtual information are directly warped in 2D onto the live
video image with help of the transformation computed before.

2. The current camera position and orientation are deducted
from the 2D image transformation and pass to the rendering
system.

The success ot this approach resides in the image-registration
technique, which must be particulary robust and fast. These tech-
niques are shortly reviewed and discuss in the next paragraph.

1.3 Image registration techniques

It exists a lot of different approaches to image registration [2],
which differ basically in:

1. the kind of the considered transformation - e.g. local transfor-
mation, global linear and non-linear transformation.
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2. the data, which are used - e.g. corners [15], contours [9], pixel
intensity [14].

3. the search space and the search strategie - e.g. graph search,
linear bipartite assignment.

As mentioned before, the reliability of the algorithm represents
the most important aspect of the choice of the registration tech-
nique. A lot of changes may appeared between the live and refer-
ence images. New objects or visitors may be present in the scene
and new lightning conditions, due for example to another sun direc-
tion or clouds, will create new shadows or highlights in the images.
In addition, the camera used is an USB-camera, which is a low-cost
camera providing images of relatively poor quality.

We prefer therefore to orient our choice to algorithms that ex-
ploit rather global than local properties of the image. Basically, this
corresponds to algorithms working directly on the pixel-intensity of
the whole image or in frequency space.

In this work, we opted for a Fourier based approach. Those al-
gorithms, like the phase-correlation, are well-known for their ro-
bustness and are often used to initialize iterative and more exact
registration computations [14]. The problem is, that the Fourier
transform enables to recover only a few transformation parameters,
ierotation, scale, and translation. The image registration bases then
on a 2D planar similitude and will be exact only in very special
cases. It follows, that the tracking will be valid only at pre-defined
viewing-points and for restricted camera motions.

Nevertheless, acceptable results can be expected by taking ad-
vantage of the large size of the scene and the 3D/2D motion am-
biguity. For a given reference image we consider that, (1) the 2D
image shifts are due to a pure 3D rotation (2) the 3D translation and
the perspective distorsion are neglectable, (3) a (moderate) scale
change corresponds to a motion along the optical axis of the cam-
era, and finally (4) the 2D rotation of the image is due to an 3D
rotation of the camera around its optical axis.

2 Image Registration with the Fourier-
Mellin Transform (FMT)

This section describes how to recover the 2D translation, the ro-
tation and the scale factor between two images using the Fourier-
Mellin transformation [3, 11, 4].

2.1 Fourier Transform
2.1.1 Translation

Let fi1 and f» be two images differing only in a 2D translation
t(tz, ty). The images are related as follows:

f2($7y):fl($_tw7y_ty) 1)

The Fourier functions F; and F» of the two images are given by
the Fourier shift-theorem (see for example [1]):

Fy(€,m) = 210 py (¢ ) )

where F» and F} are two arrays of complex numbers.

The power spectrum of the Fourier transforms F; does not
change if the function f; is shifted by an amount of (¢.,t,). The
power spectrum is translation invariant.

The translation vector (¢, t,) can be easily isolated by comput-
ing the cross-power-spectrum of F; and F:

F (5) 77)F‘7 (5) 77) — e]?ﬂ'(ﬁtz +nty)
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where: F5 (€, n) is the conjugate-complex value of F5(&, 7).

The inverse Fourier transformation (IFT) of an exponential func-
tion is a Dirac impulse. Therefore, the estimation of the maximum
of the IFT of the equation (3) provides the image shift (¢, ¢y).

2.1.2 Rotation

If the image fi(z,y) is transformed into the image f(z,y) by a
translation ¢(¢.,t,) and a rotation with angle ¢, then the relation
between f1 and fs is defined as:

fo(z,y) = 1 zcos o + ysin o — to,
—xsin ¢o * Y cos Po — ty) 4)

According to the shift theorem of the Fourier transformation, we
obtain:

Fo(€,m) = e 72 E=F1) By (¢ cos go + sin o,
—¢singo +ncospo)  (5)

The power spectra of F; and F> are related as follows:

I1E2(&mll = |IF1(

& cos o + nsin ¢o,
—& sin ¢o + 1 cos do)|| (6)

||F1]| and || F%|| undergo the same rotation as the images.

2.2 Scale

Let fo(z,y) be the scaled replica of the image fi(z,y) with the
scale factors (a, b), so that:

f2($,y):f1(a$,by) (7)

The Fourier scale property is defined as follows:

1 £ 77)
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The equation (8) shows that the scaling of the images f, and f»
by the factors (a, b) scales the spectra magnitudes by (£, ).
In conclusion, the power spectra are invariant for translation but
variant for scaling and rotation.

2.3 Fourier-Mellin Transform

For a rotated and scaled image (with a = b), the Fourier transform
can be written as follows:

Fo(&,m) = ZZFi(£(&cos o + nsin o),

2 (—€sin do + 1 cos ¢o)) ©9)
(10)

With an adequate change of coordinate system, from Cartesian
(z,y) to polar (r,¢), the rotation can be decoupled from the scal-
ing.

The following varaibles are introduced:

r= Ve

and:
¢ = atan(

)
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Equation (9) becomes:

Fap(9,7) = =5 Fip($ — do,7/a)

An image rotation corresponds to a shift along the angular axis
(¢) of the function F», (¢, r). The scaling influences the values of
the function by a factor (a?) and scales down the radial coordi-
nates by the factor a.

Using a logarithmic scale for the radial coordinates, the scaling
can be reduced to a translation.

We pose:

Forp(¢,p) = al—QFUp(qﬁ — o, p— A)

with: p = log(r) and A = log(a)

In logarithmic-polar coordinates, the scaling is expressed as a
translation.

By transforming the log-polar of the magnitude of Fi;, and Fy;p
as proposed in paragraph 2.1.1, the shift (¢o, A) can be determined.
This transformation is known as Mellin-Fourier transform and is
translation, rotation and scale invariant.

In summary, the following computation steps are required:

1. Compute the Fourier-transformations of the images
2. Do a log-polar transformation of the spectrum.

3. Apply the phase-correlation method and recover the rotation
angle ¢o and the scale factor a.

4. Rectify the image and compute the translation by phase-
correlation (see paragraph 2.1.1).

3 Implementation and Evaluations

3.1 Implementation: the Fast Fourier Transform
(FFT)

The computations of the image registration are done on basis of
the Fast Fourier Transform (FFT)[10]. Thereby, the image must be
square and with dimension 2. In our implementation, the left and
right borders are cut out and the image is scaled down to the next
2™ dimension.

Because the Fourier transform assumes a periodic function and
the image is truncated, it is crucial to apply a window-function, like
the Hanning window, to the input images. Another implementation
difficulty consists of the numerical instability for coordinates near
to the origin, since we have: lim, 0 p = lim, o In(r) = —oo.
Therefore, a high-pass filter is apply on the logarithmic spectra. As
in [11], we used a filter with the following transfer function:

H(z,y) = (1.0 — cos(mz)cos(my))(2.0 — cos(nz)cos(my))
(11)
With: —0.5 < z,y < 0.5
An alternative to the high-pass filtering is to directly set to viue
zero the points near to the origin and inside a circle of ray ¢ [3].

3.2 Evaluation

In order to evaluate the precision, the robustness to noise, and the
minimal image overlap of the implemented algorithm, we generate
image pairs with given transformations (ground-truth). The initial
and a transformed image are cropped in the center of a same large
image. The pixel intensity and the noise level are the same and the
computation should provide exact results. The size of the original
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images is 256 x 256 pixels but as for the real-time implementa-
tion, they are first internally scaled down to 128 x 128 pixels using
bilinear interpolation.

3.2.1 Precision and resistance to noise

Two experiments are presented here. First, the image is ro-
tated around its center with rotation angles varying between 0
and 90 degrees. A Gaussian noise with different variance (o =
0,100, 200, 300, 400, 500) is added to the original images. Then,
the rotation is recovered with the help of the Fourier-Mellin trans-
form and the absolute error between the true and the estimated angle
is deducted. The results are shown figure 2. The dash line repre-
sents the angle error with no additive noise, whereby the dot-dash
line represents the errors with maximal noise level.

Error: Rotation Angle

-02

-04

Figure 2: Absolute error of the rotation angle

Figure 3: Image registration with noisy image and rotation angle of
45 degrees

It can be noticed that the rotation angle is computed with a sat-
isfying precision, the maximal error beeing 0.9 degree. The other
parameters, ie the translation and the scale stay also near to their
true values. A maximal deviation of 2 pixels have been detected for
the translation and a scale change of maximal 0.98 appeared. The
experiment shows that the noise has a minimal influence on the reg-
istration results and that the rotation angle can be recovered with a



good precision even for high values, like 70 or 80 degrees. An ex-
ample of an image registration with additive noise is given figure
@)

The second experiment is similar to the first one, but has for
goal to estimate the robustness of the computation of the image
translation and the minimal necessary image overlap. We let vary
the translation from 0 to 130 pixels and add at each step Gaussian
noise, as previously.

) (b)

Figure 4: Error for the translation component ¢z (a) and ty (b)

Here again, a good precision is achieved, independently from
the noise level and even for small image overlaps (< 50%). The
absolute error is inferior to 2 pixels as long as the registration is
successful. The minimal necessary overlap represents 30.5% of the
image size. The registration result is shown figure (5).

Figure 5: Registration with a minimal overlap (30.5%) and corre-
sponding IFFT of equation (3).

The registration result is correct but the peak of the Dirac im-
pulse can not be reliably distinguished from the other values. In
pratice, such results would be preferably rejected in order to avoid
instabilities.
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3.2.2 Estimation of the registration validity

The validity of the registration is estimated at the end of the regis-
tration process, ieby the computation of the image shift (see para-
graph 2.1.1). We consider that the Dirac impulse is well-defined if
its magnitude is significantly superior to the mean over all values.
The following condition is defined:

16z, Il > m(z,y) +a.o(z,y)

Where: 6(x,y), m(z,y), and o(x,y) represent respectively the
Dirac impulse, the mean value, and the variance of the IFFT of the
exponential signal of equation (2). a is a scale factor determined on
basis of the experiments presented in the previous paragraph.

3.2.3 Real-time performance

The last step of the development consists of the real-time imple-
mentation of the algorithm.

The first optimization consists of pre-computing the Fourier
transformations of the reference images, so that the processing is
limited to the live video image. Nevertheless, three FFT and a log-
polar transformation are necessary. Additionally, the video image
must be rectify after the computation of the rotation angle and scale
factor.

Currently, if only one image is considered, the tracking reaches a
frame-rate of 10 Hz on a 800 MHz PC. The frame-rate is constant,
since the number of operations is fix. This would not be the case for
intensity-based registration algorithms, which used iterative non-
linear optimization routine, or for feature-based approaches, for
which the frame-rate depends on the number of detected features.

4 Application: ArcheoGuide

The tracking system has been originally developed in the project
ArcheoGuide ( The Augmented Reality based Cultural Heritage
On-site GUIDE ). The ArcheoGuide-system consists of a mobile
Augmented Reality unit that allows the visitors to see a computer-
generated reconstruction of monuments without cutting them off
from the real surroundings of the site. The project has for goal to
explore new ways to learn about a cultural site.

Aurriving at a “view point”(marked on the ground), the visitors
wear on a Head Mounted Display and contemplate views of the
virtual monuments on theirs ruins [13]. As a first trial site, the
ancient Olympia in Greece, the birthplace of the Olympic games
has been selected.

The complete system runs on a laptop PC (PlIl 800 MHz,
GeForce graphics card) at 10 Hz with an image resolution of
320x240 pixels (see figure 6(b)).

On-site tests demonstrated the validity and practicability of the
tracking approach. Because the registration algorithm is robust to
noise, light changes (since the analysis occurs in frequency space)
and requires only small image overlaps, another day-time or visitors
entering the scene didn’t disturb the tracking.

5 Conclusion

In this paper, we point out the necessity to provide a support to op-
tical tracking-systems. Usually, this support is given by the markers
and has been replaced successfully with images of the environment.

The presented tracking system relies on a fast and robust registra-
tion algorithm, which bases on the Fourier-Mellin transformation.
A simulation with real images and known image transformations
provided a good evaluation of the precision and the robustness of



Figure 6: (a) real-time motion estimation (hand-held camera) (b)
Augmented-View of the Hera Temple (c) Trials on-site

the current implementation. The tracking system has been demon-
strated outdoor in the frame of a mobile Augmented Reality ap-
plication for archaeological sites. At given view-points, the head
motion could have been recovered correctly, what enabled the in-
sertion of virtual objects in 2D into a head mounted display.

Future works will concentrate on the extension of the working
area of the tracker. Currently, for performance reasons, only one
reference image is considered at a time. With help of a fast image
retrieval module, the most appropriate image could be selected, and
so allows different viewing directions and larger viewing areas.
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